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Abstract

In this work, we propose an unpaired image-to-image
translation approach by harnessing the potential of Sta-
ble Diffusion and leveraging BLIP-based content transfer.
Addressing the challenge of transforming cartoon scenes
into hyper-realistic landscapes, our methodology taps into
the raw power of Stable Diffusion, renowned for its domi-
nance in generative modeling with limited paired data. This
framework expertly conditions the generative process, fa-
cilitating seamless content transfer across domains, even
in the absence of explicit correspondences. To enhance
our model’s interpretative prowess, we strategically inte-
grate BLIP, a pre-trained image captioning juggernaut, ef-
fectively bridging the semantic gap between whimsical car-
toons and the subtleties of natural imagery. The fusion of
these cutting-edge methodologies not only yields visually
compelling translations but also pushes the boundaries of
what’s achievable in unpaired image translation.

1. Introduction
Image-to-image translation, integral to generative model-
ing, finds applications across computer vision and aug-
mented reality. Traditionally, models leverage paired
datasets, where each source domain image corresponds to
a target domain counterpart. However, the practicality of
acquiring such paired training data is often limited. Un-
paired image-to-image translation becomes pivotal in sce-
narios where establishing direct correspondences between
source and target domain images poses challenges. Models
in this context decode and transfer relevant attributes from
the source to the target domain, preserving essential content
and context even in the absence of explicit correspondences
[21].

In the landscape of image synthesis, the effectiveness of
stochastic generative modeling shines, generating diverse
images within specific domains without requiring domain-
specific knowledge. Recent strides in generative model-
ing focus on Deep Neural Networks (DNNs), particularly
deep generative models (DGNNs), exemplified by Genera-
tive Adversarial Networks (GANs) [9], autoregressive mod-

els [11], flow-based models like NICE [6], RealNVP [7],
and Glow [17], Variational Autoencoders (VAEs) [27], and
Image Transformer [26]. Iterative generative models, in-
cluding Denoising Diffusion Probabilistic Models (DDPM)
[12] and Noise Conditional Score Networks (NCSN) [32],
mark significant progress in generative modeling.

Our emphasis on translating cartoon images to realistic
scenes highlights the effectiveness of unpaired translation
in tackling challenges posed by exaggerated cartoon ele-
ments. The model adeptly discerns core content, balanc-
ing low-level features and high-level semantics for realis-
tic adaptation. To address unpaired translation challenges,
we leverage the Stable Diffusion framework, excelling in
generative modeling for scenarios with limited paired data.
Notably, Stable Diffusion effectively conditions the genera-
tive process without requiring direct correspondences, fa-
cilitating seamless content transfer across domains. Our
approach integrates BLIP, a pre-trained image captioning
model, to bridge the semantic gap between source and tar-
get domains. By harnessing BLIP’s advanced captioning
features, the model interprets and encodes visual informa-
tion textually.

2. Related Work

2.1. Image-to-Image Translation

Typically, I2I translation is categorized into two main ap-
proaches: paired and unpaired methodologies.

2.1.1 Paired Image-to-Image Translation

Supervised methods learn input-output relationships using
aligned image pairs. Early techniques employed pre-trained
CNNs and Gram matrices [8] to separate content and style,
preserving semantic details while allowing style variation.
Recent approaches integrate GANs [10], where the gener-
ator produces data from random values, and the discrimi-
nator distinguishes real from generated data. Pix2Pix [15]
provides a generalized adversarial framework using U-Net
[29] to share information. BicycleGAN [35] enhances im-
age reconstruction by combining CVAE-GAN [2] for latent
code recovery.
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2.1.2 Unpaired Image-to-Image Translation

Paired image-to-image (I2I) translation relies on aligned
image pairs from both source and target domains, while un-
paired approaches, such as CycleGAN [34], do not require
such pairings. CycleGAN employs a Generative Adversar-
ial Network (GAN) to transform source images xs ∈ Xs

to target images xt ∈ Xt, learning direct and recipro-
cal transformation paths Gt(xs), Gs(xt). The introduc-
tion of cycle-consistency loss Lcyc(Gs, Gt) enforces co-
herence between real and generated domain images. Un-
supervised Image-to-Image Translation Networks (UNIT)
[22] assume a shared-latent space. Addressing multimodal-
ity, methods like Multimodal UNIT (MUNIT) [14] and Di-
verse Image-to-Image Translation via Disentangled Repre-
sentations (DRIT++) [19] adopt disentangled representa-
tions to enable diverse translations from unpaired samples.
In unpaired I2I, methods typically fall into two categories:
two-side (e.g., CycleGAN [34], DualGAN [33]) enforcing
cycle-consistency and one-side (e.g., DistanceGAN, GC-
GAN) preserving content via geometry distance or consis-
tency measures between input and output. Recent advance-
ments like U-GAT-IT [16] introduce attention mechanisms,
while CUT [25] emphasizes maximizing mutual informa-
tion through contrastive learning for improved translations.

2.2. Diffusion Models

Denoising Diffusion Probabilistic Models (DDPM) [12] in-
troduce noise progressively to images, functioning effec-
tively as a generative model by learning to reverse this cor-
ruption. The latent information derived from DDPM serves
to interlink different image domains, establishing a connec-
tion between their respective latent spaces.

Diffusion Probabilistic Models [31] excel in density es-
timation and sample quality [5], employing UNet-like ar-
chitectures tailored for image data biases. Optimizing their
synthesis involves a reweighted objective [12] that balances
image quality and compression. However, evaluating these
models in pixel space poses challenges, including slow in-
ference and high training costs. Strategies such as advanced
sampling [18] and hierarchies [13] address some issues,
though training on high-resolution images remains compu-
tationally intensive, necessitating costly gradient computa-
tions.

3. Methodology
In the realm of generative modeling, image-to-image trans-
lation can be solved using a conditional generation scheme.
These models are trained to generate images in a specific
target domain while maintaining relevant content from the
source domain. The unique aspect of these models lies
in their ability to assimilate and transfer relevant attributes
from the source image to the target domain while preserving

Figure 1. Model Architecture for Diffusion-based Image-to-Image
Translation

the core content and context.
In our project, we tackled the challenge of unpaired

image-to-image translation using the Stable Diffusion
framework, ideal for scenarios lacking readily available
paired training data. Our aim was to transform cartoon im-
ages into natural scenes aligned with the cartoon’s content.
To achieve efficient content transfer, we leveraged BLIP
(Bootstrapped Language Image Pretraining), a pre-trained
image captioning model known for its advanced features in
extracting and understanding visual content. By integrat-
ing BLIP features, our framework effectively interpreted
and encoded visual content from cartoon images into tex-
tual representations. Subsequent sections provide a detailed
breakdown of each framework component.

3.1. Stable Diffusion

Stable Diffusion is a high-quality generative modeling
framework adapted from Latent Diffusion Models (LDMs)
[28]. Diffusion models, in general, are Markovian gener-
ative models where, η ∼ N (0, I) is the initial noise from
which, a sample is generated using a reverse diffusion pro-
cess. LDMs introduced a robust conditioning mechanism
where a condition embedding c = φ(C), where C is the raw
conditioning input (such as an image, class label, or some
text) and the model generates a sample ẑθ(η, c), which is
then decoded using the latent decoder (D) to get x̂θ(η, c).
The model is trained to learn the noise added to get the la-
tent code zt := αtz + σtη as follows,

z = E(x) (1)

θ̂ := min
θ

Ez,c,η,t [ ∥ẑθ(zt, t, c)− z∥2 ] (2)

Firstly, we trained a class-conditional diffusion model
to perform generation in the target domain (X ) for the
categories cat-only, mouse-only, and cat-and-mouse. We
then freeze the diffusion model and make use of the cross-
attention layers in the LDM to learn correspondences be-
tween the source domain (Y) and the target domain X using
a latent encoder. LDMs allow for source-conditioned gener-
ation by learning a mapping between their respective latent
spaces using the cross-attention layers, where the query is
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learned from the source embedding and the key-value pair
is learned from the target embedding as given in Equation
6. The diffusion model then accepts the projected target em-
bedding and thus conditions the reverse diffusion process to
generate images that align with the target domain. This for-
mulation allows the diffusion model to learn content from
the source image while maintaining the style of the target
domain.

(x, y) ∼ (X , Y) (3)
z ∼ E(x), y ∼ φ(y) (4)

Q = WQ · y, K = WK · z;V = WV · z (5)

zCt = Attention(Q,K, V ) = softmax
(
QKT

√
d

)
V (6)

(·) refers to flattening and learnable-matrix multiplica-
tion.

An additional challenge in translating Tom and Jerry im-
ages to natural scenes is teaching the model to associate
Tom with a cat and Jerry with a mouse. To address this,
we introduce class conditioning using dataset class parti-
tions (refer to Section 4.1). Class embeddings are created
for each category, and the Latent Diffusion Model (LDM)
is conditioned to generate images corresponding to the class
label of the source image.

3.2. BLIP: Image Captioning

BLIP is a multi-modal model that is trained using a large
web corpus to learn contextual information from images
and corresponding text pairs [20]. Firstly, we finetune a
BLIP model to learn to generate scene descriptive captions
for both the source and target domain. Once trained, we hy-
pothesize that we should observe a high degree of similarity
between the captions for the source image and the target im-
age. We thus propose a regularization using the fine-tuned
BLIP encoder (ε) as given in Equation (7) that can be used
to train the diffusion model to transfer the content of the
source image to the target image.

Lreg,t = ∥εBLIP(y)− εBLIP(D(zt))∥2 (7)

Combining all of these modules, we implemented the
following workflow in our project.
1. Pre-train a class-conditional latent diffusion model (θ̂,

E ,D) to generate natural images for cat-only, mouse-
only, and cat-and-mouse cases.

2. We finetune a BLIP model to generate descriptive cap-
tions for both real cat and mouse images and Tom and
Jerry images.

3. We freeze the diffusion model (except the cross-attention
layers) and train an encoder (φ) to encode the Tom and
Jerry images and generate natural images for the input

Tom and Jerry images as shown Figure 1. During fine-
tuning, the model would be trained using only the regu-
larization loss given in Equation (7).

4. Experiments and Results

4.1. Image Datasets and Captioning

Datasets for the projects were painstakingly obtained from
varied sources (see Appendix 6.1) and organized as fol-
lows. After dataset pruning (Appendix 6.1), there was a to-
tal of 5000 images in each source/cartoon and target/natural
domains. They were further divided into three classes:
those with only subject A (Tom/cat), with only subject B
(Jerry/mouse), and those with both subjects A and B. This
data was then uniformly separated into training and test
datasets in the standard 80-20 ratio.

From the training set, 1200 images were randomly
picked and the captions for the image actions were gen-
erated using GPT-4’s [24] paid APIs [23] available. This
image-caption pair data was leveraged to fine-tune BLIP,
enhancing its performance for our specific use case through
image-action caption alignment.

4.2. Implementation and Experimentation

Our project leveraged Python 3.9 and the PyTorch frame-
work for model initialization and training. We utilized the
open-source PyTorch implementation provided by the Com-
puter Vision and Learning Group at LMU Munich [28] for
our diffusion models and we used the HuggingFace frame-
work for the BLIP model. The training process was exe-
cuted on an NVIDIA A40 GPU cluster, equipped with 48
GB of RAM per GPU, to ensure efficient computation and
data handling. The training duration was carefully managed
across different model components:

• The latent diffusion model was trained for 20 hours, en-
compassing both the latent space and the diffusion model
itself.

• The source-conditioned generation model was trained for
a focused duration of 8 hours.

• The BLIP model was trained for 15 hours to fine-tune its
performance for highly descriptive captions.

For data management, our dataset was methodically di-
vided, allocating 80% for training and 20% for testing pur-
poses. This split ensured a robust training process while
reserving a significant portion of data for model evaluation.
The training was conducted with an optimized batch size of
4 to balance the computational load and learning efficiency.
For the image captioning model, we fine-tuned the BLIP
model to get a BLEU (BiLingual Evaluation Understudy)
score of 0.83 when compared against the gathered captions.

During training, we found the number of attention heads
in the cross-attention layers of the diffusion model to be a
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Figure 2. Comparison of Translation Results - Two optimal outcomes for each translation class: ‘Tom to Cat,’ ‘Jerry to Mouse,’ and ‘Tom
& Jerry to Cat & Mouse.’ Note the fidelity variation; combined subjects exhibit comparatively lower faithfulness in the generated images.

deciding factor for the model performance. Thus, we ex-
perimented with 8, 16, 32, and 64 attention heads in each of
the attention layers. The performance of the model in each
of these settings is illustrated in Table (1).

Input Type Attention Heads FID ↓ MS-SSIM ↑
Tom-only 8 66.74 0.29

16 58.53 0.34
32 49.59 0.39
64 46.32 0.43

Jerry-only 8 70.31 0.25
16 67.54 0.32
32 63.76 0.37
64 58.33 0.38

Tom and Jerry 8 84.11 0.21
16 86.13 0.24
32 78.53 0.27
64 75.21 0.28

Table 1. Experimental Results: Model performance on varying
the number of attention heads of the cross-attention layers in the
diffusion model.

4.3. Results

Table (2) presents a detailed analysis of our image trans-
lation models, showcasing the mean FID (Fréchet Incep-

Input Type FID ↓ MS-SSIM ↑
Tom-only 46.32 ± 1.34 0.43 ± 0.09
Jerry-only 58.33 ± 2.25 0.38 ± 0.12

Tom and Jerry 75.21 ± 3.73 0.29 ± 0.14

Table 2. An overview of the results of the diffusion models on
generating natural images for Tom-only, Jerry-only, and Tom-and-
Jerry images. On average, the model performs better when trained
on image pairs with only one subject, since their samples are abun-
dant.

tion Distance) scores and MS-SSIM (Multi-Scale Struc-
tural Similarity Index Measure) scores. These metrics were
calculated for the three translation scenarios: Tom-to-cat,
Jerry-to-mouse, and Tom-and-Jerry to cat-and-mouse. In
addition to the quantitative analysis, Figure 2 provides vi-
sual evidence of the models’ translation capabilities. This
illustration includes selected examples of successful trans-
lations. Notably, the figure highlights a key observa-
tion: single-subject images (such as Tom-only or Jerry-
only) yielded more accurate translations compared to multi-
subject images. This outcome is reflective of the underlying
data distribution utilized in our training dataset, suggesting
a higher model proficiency with simpler, single-subject im-
ages. We also found that the results were sub standard in
few cases for each class which is recorded and show in Fig-
ure 3 in the Appendix section.

5. Conclusions and Discussions

This project proposes Stable Diffusion, aiming for faithful
unpaired cartoon-to-natural image translation by leveraging
BLIP to guide conditional target generation. Maintaining
content fidelity faced hurdles due to cartoon subjects often
depicted in unnatural actions or severe deformations. Fu-
ture endeavors could explore learning segmentation maps
to better preserve action postures during translation.

Additionally, the inference time for image generation
with LDM was suboptimal. To address this, potential en-
hancements involve modifying the Markovian process, mir-
roring strategies found in denoising diffusion implicit mod-
els. This alteration seeks to optimize and expedite the image
generation process within the framework, potentially allevi-
ating the computational burden associated with slow infer-
ence in LDM.
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6. Appendix
6.1. Datasets

These datasets were obtained from multiple different
sources. The cat dataset was obtained from Kaggle [4].
There were over 9,000 images of cats with annotated fa-
cial features. The annotation data was dropped from our
analysis. Most of the images were dropped to pick the best
800 images. The mice data was obtained from [1]. It in-
cluded 18273 images with a mean size of 857 x 879px. We
picked the best and varied 800 images from it. From [30],
we collected data with both cats and mice and picked 400
images.

The Tom and Jerry data was collected from Kaggle [3].
This dataset contained more than 5k images (exactly 5478
images) extracted from some of Tom & Jerry’s show videos,
that are available online. The images were already separated
into different folders: the ones containing only ‘Tom’, only
‘Jerry’, and the folder containing both.

Once the data was collected, we removed those images
where the subject was either too small, significantly ob-
scured or distorted. After this step, we made sure to keep
800, 800, and 400 images respectively in each of the three
classes (subjects A, B, and both). All images underwent a
standardization process where they were uniformly cropped
to a size of 512x512 pixels.
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Figure 3. Comparison of Translation Results - A sub optimal outcome for each translation class: ‘Tom to Cat,’ ‘Jerry to Mouse,’ and ‘Tom
& Jerry to Cat & Mouse.’
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